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			Abstract

			The aim of this study was to determine the most important variables for predicting student dropout from the General Mathematics course (MAT001) of the Universidad Nacional de Costa Rica (UNA), considering the types of students and the time at which dropout takes place. Six predictive models were constructed (two student groups at three different times) and three supervised learning algorithms were implemented in each model: Logistic Regression (LR), Random Forest (RF) and XGBoost (XGB). The total sample was split into training files containing data on students who enrolled in the course during the years 2017 and 2018, and test files with data corresponding to students who enrolled in the year 2019. Once the hyperparameters were fitted (10-fold validation), the main variables associated with student dropout (SD) in the General Mathematics course of each model were identified based on the Gini importance measure; performance of the algorithms ranged from F1-Scores of 0.6251 to 0.7300. In addition, the predictive power of the algorithms in each model were compared by means of a repeated-measures ANOVA with 10-fold cross-validation, and no significant differences were found between the three algorithms in any of the proposed models. The main variables associated with student dropout (SD) were academic, such as grades on the academic attitude test (AAT), high school education grades, and grades on MAT001 tests, student attributes as sex and age at enrollment, economic factors such as scholarships and the Social Development Index (SDI), and institutional factors such as high school educational opportunities that students were exposed to, and the ages and specializations of the teaching staff. Based on the results of this analysis, it is recommended that teachers specialized in Educational Mathematics be assigned to teach initial courses, and to propose designs for decision making about actions that increase permanence.

			KEYWORDS: Higher Education, Student Dropout, Student Performance, Statistical Data, Statistical Methodology, Mathematics.

			Resumen

			El objetivo del estudio fue determinar las variables más importantes para la predicción del abandono estudiantil del curso de Matemática General, de la Universidad Nacional de Costa Rica (UNA), considerando el tipo de estudiante y el momento en que se identifica el abandono. Se construyeron seis modelos predictivos (dos grupos estudiantiles en tres momentos diferentes) y en cada modelo se implementaron tres algoritmos de aprendizaje supervisado: Regresión Logística (RL), Random Forest (RF) y XGBoost (XGB). La muestra total se dividió en archivos de entrenamientos, estudiantado que matriculó el curso durante los años 2017 y 2018 y archivos de prueba correspondientes a la matrícula del año 2019. Una vez calibrados los hiperparámetros (validación 10 folds) se identificaron las principales variables asociadas con abandono estudiantil (AE) en el curso de Matemática General de cada modelo con base en la medida de importancia de Gini. No obstante, el rendimiento de los algoritmos oscila entre valores de F1- Score de 0.6251 y 0.7300. Además, se comparó el poder predictivo de los algoritmos en cada modelo por medio de un ANOVA de medidas repetidas con validación cruzada con 10 Folds, y no se encontraron diferencias significativas entre los tres algoritmos en ninguno de los modelos propuestos. Las principales variables asociadas al abandono estudiantil (AE) son de tipo académico como la nota de la prueba de actitud académica (PAA), la nota de colegio y las notas de las pruebas parciales, individuales; como el sexo y la edad de ingreso, económicas; como la beca y el índice de desarrollo social (IDS) e institucionales como el estrato, la edad y especialización del personal docente. Se recomienda asignar al profesorado especializado en Matemática Educativa para impartir los cursos iniciales y el diseño propuesto para tomar decisiones sobre acciones que aumenten la permanencia.

			PALABRAS CLAVE: Enseñanza superior, Abandono escolar, Rendimiento escolar, Datos estadísticos, Metodología estadística, Matemáticas.

			Introduction

			The phenomenon of student dropout (SD) has been studied since 1940, initially focusing on desertion. From the 1990s onwards, with the massification of tertiary education, the problem became more apparent, since the student body entering university classrooms was more heterogeneous and was under pressure to obtain a university degree or a certification that would provide greater possibilities of participation in a competitive and demanding labor market  (Wang et al., 2023).

			University SD can be analyzed at the level of the educational system, the institution, or the curricula in which the students enroll, the latter two being those in which most studies on SD are focused. More recently, interest has been raised in researching SD in particular subjects or courses, among which those with substantial mathematical content often show a particularly high level of SD, which usually occurs during the first year of university study. For example, in the case of the General Mathematics course (MAT001) of the Universidad Nacional (UNA), excluding the pandemic years, on average less than a third of students manage to complete the course (Castillo-Sánchez et al., 2020; Zamora-Araya et al., 2020).

			Among the repercussions of SD at the course level are increased duration of the courses and increased costs caused by the need to offer courses for students repeating the course. In addition, it makes it difficult for the administration to meet student demand for places in this course in a scenario of limited budgetary resources.

			According to the State of the Nation Program (PEN), dropout rates in Costa Rica for public higher education vary between 43.4% and 65.3%  (Román, 2017). Higher education institutions are therefore deeply concerned with proposing strategies that increase retention levels, and strive to expand the coverage and quality of the academic programs offered.

			Regarding the use of data analysis techniques, research on the topic in Costa Rica has focused on the analysis of factors associated with SD in descriptive, correlational studies, generally associated with entry cohorts or specific programs of study (Pascua-Cantero, 2016; Rodríguez-Pineda y Zamora-Araya, 2014), in which it has been found that age of entry, sex, scholarship and academic variables were relevant in explaining SD.

			Recently, more sophisticated statistical techniques such as survival analysis (Mora, 2016) and the application of predictive models (Solís et al., 2018), have been applied in Costa Rica, but there are few studies that analyze the phenomenon from the perspective of predicting SD at the level of subjects or courses in the area of mathematics (Zamora-Araya, 2023a), since most are carried out at the level of degree programs or student cohorts.

			Internationally, studies have been carried out that focus on Mathematics courses, but usually with a more explanatory than predictive approach. For instance, Muñoz-Camacho et al. (2018) carried out a logistic regression analysis to determine the probabilities of SD in students enrolled in Basic Mathematics courses in the period from 2011 to 2016. The results showed correct classification rates of between 59% and 70% depending on the university department or school students were enrolled in. They also found that being enrolled in a mathematics course offered during a regular academic semester instead of an intensive course (in summer school, for instance), being enrolled in online classes with few formal requirements, being in classes of more than 50 students, being a male, and being enrolled in the program of studies of the Faculty of Economic Sciences all increased the probability of SD. 

			Calva et al., (2021) in another study of academic success in classroom Mathematics courses, measured in terms of passing the course, conducted an analysis to predict passing in remedial courses (Mathematics, Physics, Chemistry and Language). It was found that the use of gradient boosting techniques in their analysis produced the best results, and that the variables with the greatest influence were the grade obtained on the first course test, the weighted grade average, the student’s university admission test grade, the major area of study chosen by the student, and the number of courses students were enrolled in; an accuracy of 89.1% and an area under the curve (AUC) of 95.5% were obtained in this study. Other relevant variables suggested by the Logistic Regression model were student age, place of residence, marital status, number of family members, type of school, time of enrollment, student population segment (affirmative action admission, territorial merit admission, general population), semester (first or second) and shift (daytime or evening classes).

			In an investigation of passing courses by students in the MINT disciplines (pure mathematics, information science, natural science and technology), the results of students in these courses were compared with those of students who chose a major in Mathematics teaching and took the course in the 2014-2015 academic year  (Kilian et al., 2020). Techniques used included binary logistic regression algorithms, logistic regression with elastic-net regularization, and Support Vector Machine and tree-based methods, using metrics such as Cohen’s Kappa and f1 to evaluate accuracy, precision, and recall.

			The results showed values of the F1 metric between 0.60 and 0.73 with a correct prediction of outcomes in the course for 75% of the students. In addition, the most relevant predictors were previous performance grades in Mathematics courses, general school performance, whether students were in their first semester of Mathematics or later semesters, and the modality (classroom or online) of secondary education. Neither  Kilian et al. (2020) nor Calva et al. (2021) analyzed SD as a dependent variable, but rather as variables associated with academic performance such as passing and final grades in the course.

			International and national studies recognize the importance of using tools such as predictive models for the early detection of students with a high probability of dropping out. The objective of this investigation is to determine relevant variables for correctly predicting the probability of SD of students enrolled in the General Mathematics course at the Universidad Nacional de Costa Rica (UNA), considering the type of student and the moment in which SD occurs.

			Most of the research related to SD in Mathematics courses is limited to environments with some degree of virtuality (Kilian et al., 2020; López-Zambrano et al., 2021) due to the ease of collecting data through computer platforms. Therefore, one of the major contributions of this study is the use of supervised learning techniques to analyze SD in an introductory level Mathematics course in a traditional classroom modality, with relatively large samples of students, including students who enrolled in the course in their first semester in the university as well as students who enrolled in the course in later semesters. This distinction between early and later enrollment in a mathematics class has not been made in other investigations of this subject.

			Empirical evidence has also shown that academic, economic and personal variables have been associated with SD in the General Mathematics course (Castillo-Sánchez et al., 2020; Zamora-Araya et al., 2020). However, other variables related to attributes of the teaching staff, educational environments, characteristics and evaluations of the courses, together with traditional academic variables such as credits earned, weighted grade averages, and diagnostic evaluations have also been used to implement predictive models in the educational fieldo (Xu et al., 2022). Hence the importance of incorporating institutional variables associated with SD in this study. 

			This document is organized into the following sections: firstly, a justification of the problem, the national and international backgrounds of SD, conceptual references of the variables associated with SD, and a description of the use of data mining in the educational field. The methodological section then describes the research design, the population, exclusion criteria and the process of separating the files for training and validation, as well as the design of the proposed models and the analysis strategy. A discussion of results is then presented, followed by the section of conclusions and recommendations.

			Conceptual References

			Definitions of student dropout (SD)

			Studies of student dropout (SD) have addressed conceptual aspects of the term  (Cabrera et al., 2006; Tinto, 1989), tipos de abandono (Behr et al., 2020; Munizaga et al., 2018), associated factors, theoretical models to predict or explain the phenomenon (Khoushehgir y Sulaimany, 2023; Wang et al., 2023) and the consequences it generates, which shows the multidimensional and complex nature of both the phenomenon and the term.

			Proof of this complexity can be seen in the fact that the term is often equated with others such as school desertion, absenteeism, school failure or educational exclusion, although they do not all represent the same construct, nor do all people use the terminology in the same way to refer to the phenomenon  (Zamora-Araya et al., 2023). This reflects the lack of agreement in the scientific community on the subject, and researchers often adopt their own definition that responds to their own needs and interests (Valencia et al., 2024). As Tinto (1982) points out, “it is likely that no definition of dropout fully captures the complexity of its appearance in higher education” (p. 14).

			The theoretical definition closest to the approach used in the present investigation is that of Bäulke et al. (2022), who view SD as a decision-making process, since the final decision of students to leave the university can be affected, in part, by conditions at the time of entering the university, including thoughts and intentions about SD. On the other hand, given the absence in the literature of an operational definition of the SD associated with a specific course or subject presented in a classroom modality, the approach taken in this study has been influenced by what Educational Data Mining (EDM) studies have suggested for the early detection of SD, specifically, the use of variables from e-learning system records, student information systems, surveys, course evaluations and online access records (Xu et al., 2022). Thus, it is assumed in this study that a person drops out of the MAT001 course if they do not take the last of the three tests in this course. Adapting the classification proposed by Castaño et al. (2004) and Munizaga et al. (2018), it is said that dropout is very early if a student does not take any of the three course tests, early if they take only the first test, and late if they only take the first two tests.

			Variables associated with SD

			SD can be analyzed using different approaches, including sociological, interactionist, organizational, psychological, economic and integrative (Lázaro et al., 2020). The variables that are most commonly used in these approaches can be categorized into four areas: individual, socioeconomic, academic and institutional (Guzmán et al., 2021; Zamora-Araya, 2023a). Therefore, this investigation is structured around a categorization of variables rather than of factors.

			In accordance with the multidimensionality and diverse causes of SD, the Alfa project for Comprehensive University Management of Dropout (Alfa-GUIA), currently the GUIA Network, proposed the following model with its respective variables to study dropout (Proyecto ALFA-GUÍA, 2013).

			• Individual: refers to personal characteristics of the student, such as the loss of motivation that influences dropout, which is in turn associated with the topic of achievement behaviors. Associated variables include vocation, economic dependence, motivation, study habits, and adaptation to university life.

			• Academic: including the students’ institutions of origin, scores on tests prior to entering the university, prior knowledge, study habits, number of credits enrolled for, and other variables that affect performance and in turn student dropout.

			• Economic: incorporates variables related to monetary aspects and use of economic resources such as family and personal income, ability to finance studies, and satisfaction upon completing a degree.

			• Cultural: linked to the beliefs, values and practices that are part of the student’s cultural context, which can affect their emotional stability and motivation.

			• Institutional: associated with variables related to scholarships, quality of teaching, and psychosocial care, together with characteristics and integration of the teaching staff with the student body, among others.

			SD and Data Mining in Education

			During the last decade, SD studies have incorporated predictive models as a tool for the analysis of student academic success. This trend of applying data mining and Machine Learning (ML) techniques to problems related to learning activities in educational environments is part of so-called educational data mining (EDM).

			Among the most important variables used in predicting academic performance in EDM are cumulative grade point average, internal assessments, and, to a lesser extent, the students' sociodemographic variables (sex, socioeconomic status, poverty level, age, scholarship, parents' occupation), extracurricular activities (sports, artistic, cultural), high school background (grades, admission tests), and the social interaction network ,such as cell phone use and activity on platforms and social networks (Albreiki et al., 2021; Khan y Ghosh, 2021; Khoushehgir y Sulaimany, 2023). 

			Machine Learning techniques have been applied in online and classroom courses, where the dependent variable is usually the final grade for the subject or the level of students passing (or failing) the course, instead of SD (Alvarado y Zambrano, 2020; Calva et al., 2021). 

			In the case of courses in the area of Science and Mathematics, studies use information on academic subjects either as independent variables that help predict graduation (Opazo et al., 2021) or as dependent variables, seeking to predict grades, passing level and, to a lesser extent, permanence or SD in the course (Alvarado y Zambrano, 2020; Kilian et al., 2020). Shin y Shim (2021) point out that studies pay more attention to identifying important factors that influence student performance in Mathematics or Science than to predicting student performance; the relatively few studies that do attempt to predict performance collect data through platforms in online courses to obtain information on what students do or do not do.

			Methodology

			Type of Research

			A correlational predictive cohort study is proposed, focusing on the study of events that will occur in the future (Hernández et al., 2014). Three supervised learning algorithms were used to make predictions: Logistic Regression (LR), Random Forest (RF) and XGBoost (XGB). 

			Population

			Data for three cohorts of students who enrolled in the MAT001 course at UNA between 2017 and 2019 were considered – that is, the entire student population who, during the years 2017, 2018 and 2019, enrolled in the MAT001 course at least once, either in the first or second academic semester of one of these years. The original data file contained 5906 records, but after applying exclusion criteria, 91 cases were rejected, leaving a total of 5815 records available for analysis. 

			Exclusion criteria

			Exclusion of student records was based on the following criteria: (a) the student withdrew for justified reasons, (b) the student could not be located or had no identification, (c) there was no record of test grades or incomplete records, (d) the student took only the tests, to demonstrate proficiency in the subject matter, and (e) there was incomplete information about the admission process, such as missing data about student admission grades, students’ high school stratum1 and high school grades. The use of Criterion (e), above, excluded students who entered the UNA under special agreements or modalities, as well as those who entered before 2009, since the admissions system only began to stratify applicants for admission to the UNA in that year.

			Collection of information

			Data was provided by two sources: the coordinator of Service Courses of the School of Mathematics, which provided records of the teaching staff and grades for the course for 2017, 2018 and 2019, and the university’s Registration Department, which provided information related to the admission process, academic performance and socioeconomic variables in an official document, which stipulated the requirements for confidentiality and management of information in accordance with the criteria of the document UNA-AJ-DICT-17-2020, issued by the UNA Legal Advisory Department, in accordance with Law 8968 on the protection of personal data (Asamblea Legislativa, 2011).

			Separating training and validation files

			In Machine Learning models, the data used is usually divided into two sets: one for training and one for testing. It is common to randomly take a percentage of the total data available for training (from 70% to 90%) and use the rest as test data.

			In this investigation, the training file contained the data for students who enrolled in the course during 2017 and 2018, while the 2019 enrollment data was set aside as a test file. This means that neither the training data set nor the validation data set was randomly selected, since the year the course was taken was used as the separation criterion.

			This method of dividing the training and test sets is a strength, since it represents a realistic situation in which predictive models would be used – predicting the SD of an entering cohort of MAT001 students based on information available from previous academic cycles, university records, and data gathered as a semester progresses, as has been done in other studies (Kilian et al., 2020).

			Description of design

			Data for the student population was divided into two groups according to admission status. The first group is made up of individuals from the 2017, 2018, and 2019 cohorts who enrolled in the MAT001 course during the first semester of their first year at the university. For this group, information is only available for variables associated with the admission process and the course itself, such as grades from MAT001 tests and institutional information related to the characteristics of the course’s teaching staff. The second group consists of students who enrolled in the MAT001 course between the first semester of 2017 and the second semester of 2019, but who had at least one previous semester of classes at the university before enrolling in the MAT001 course, including students who entered in years prior to 2017. In addition to information concerning the admission process and the course, data on members of this second group includes a university academic history that increases the number of variables available for prediction, such as weighted grade average or the number of subjects dropped in the previous semester.

			The time-based classification of dropout proposed by Castaño et al. (2004) was considered when designing the analysis:

			1. Very early: includes students who, having completed all the procedures for admission, do not complete the process of enrollment.

			2. Early: includes students who drop out of school during the first four semesters of the degree program (depending on the course, the number of semesters may vary).

			3. Late: includes students who drop out of school after the early dropout period.

			Adopting this approach in the present investigation, the following categories of SD were defined using the number of tests taken in the MAT001 course as an indication of the temporal dimension of SD: (1) very early for students who enrolled in the course, but did not take any of the three tests in the course, and in most cases did not even attend classes; (2) early for those who took the first test, but did not take the second or third test; and (3) late for those who took the first two tests, but not the third.

			By jointly considering both populations (those who enrolled in the course in their first semester at the university, and those who enrolled in a later semester) and the time categories (very early dropout, early dropout, and late dropout), six models were designed to analyze SD: (1) first semester enrollees - no tests taken, (2) first semester enrollees - only first test taken, (3) first semester enrollees - first two tests taken, (4) later semester enrollees - no tests taken, (5) later semester enrollees - only first test taken, (6) later semester enrollees – only first two tests taken.

			The application of this design constitutes a methodological contribution to studies on SD, since research in this area generally does not consider these distinctions when making predictions, or considers other characteristics associated with the area of knowledge of the career, sex, or institutional affiliation (Albreiki et al., 2021; Khan y Ghosh; 2021; Kilian et al., 2020).

			In addition, three different supervised learning algorithms were run on the six models: (1) Logistic Regression (LR), (2) Random Forest (RF), and (3) XGBoost (XGB). The reason for using these algorithms is to compare the results of LR, considered a white-box algorithm due to its advantage of knowing in detail how results are obtained and the ease of interpreting these results, with the other two black-box algorithms, one a bagging algorithm and the other a boosting algorithm, which, despite their greater complexity both in terms of interpretation and processing, have the potential to provide better predictive performance. Also, both to compare the performance of the algorithms and to adjust their hyperparameters, the 10-fold cross-validation method was used, which internally performs a random selection of instances to perform the validation in each fold.

			Table 1 shows the number of students in each training and test file per model.

			Table 1.

			Number of records and percentage of SD for each predictive model of the MAT001 course according to the number of tests taken and semester of enrollment for the 2017-2019 training and test files 

			
				
					
					
					
					
					
					
					
					
					
				
				
					
							
							Number of tests taken

						
							
							First semester enrollees

						
							
							Later semester enrollees

						
					

					
							
							Training file 2017 and 2018

						
							
							% SD

						
							
							Test file 2019

						
							
							% SD

						
							
							Training file 2017 and 2018

						
							
							% SD

						
							
							Test file 2019

						
							
							% SD

						
					

					
							
							No tests taken

						
							
							1348

						
							
							51.93

						
							
							771

						
							
							44.2

						
							
							1581

						
							
							51.6

						
							
							936

						
							
							45.9

						
					

					
							
							Only first test taken

						
							
							1186

						
							
							45.36

						
							
							669

						
							
							35.7

						
							
							1337

						
							
							42.8

						
							
							794

						
							
							36.3

						
					

					
							
							First and second tests taken

						
							
							1003

						
							
							35.39

						
							
							599

						
							
							28.2

						
							
							1056

						
							
							27.6

						
							
							652

						
							
							22.4

						
					

				
			

			Source: Own elaboration.  

			For each model, the main file was divided into two parts, one used to train the model and another used to validate it. It can be seen that the percentages of SD in the validation and training files are similar, despite being samples from different years. The F1 metric was selected to compare the performance of the algorithms because it provides a good balance between precision and recall. To perform the analyses, the statistical software R version 4.2.1 and the Boruta packages were used for variable selection, and Caret and Tidy models for adjusting the predictive models and generating the Gini importance measure for each variable in the case of RF and XGB.

			Description of the information analysis strategy

			The sample consisted of data from those students who enrolled in the MAT001 course during the academic years ranging from the first semester of 2017 to the second semester of 2019. Since the objective is to predict SD in the course, these cases represent the available sample of all possible people who enrolled or could enroll in the course in the future. 

			The first step consisted of cleaning the data file provided by the Registration Department and the School of Mathematics. Then, the design of six models was proposed, which were evaluated by means of k-fold cross-validation (k=10).

			The second step was to choose the variables for the models through a descriptive and correlational analysis in which variables with redundant information were excluded, such as the university admission grade, composed of the high school grade and the grade in the Academic Aptitude Test (AAT). For cases of variables that were highly correlated (r > 0.80), or that showed a linear relationship between them, only one was selected. Variables with an insufficient number of cases per category, such as nationality, were also excluded because they affected the estimates of the models.

			The Boruta feature selection algorithm was then applied to select the variables with the greatest prediction potential for each model; thus, the total number of variables was reduced from 148 to 18 for first semester enrollees and to 22 for later semester enrollees.

			As an example Figure 1 shows the selection made by Boruta for Model 1, which will be used to exemplify each phase of the procedure.

			The data and code necessary to reproduce the other models can be consulted on the site https://acortar.link/qQNIyv

			The third step, once the variables for each model were selected, consisted of using a 10-fold cross-validation to adjust the hyperparameters of the RF and XGB algorithms (LR does not have hyperparameters). For example, for the RF hyperparameters of the number of trees included in the model, the maximum depth of the tree and the minimum number of observations per node were adjusted, while for XGB the hyperparameters eta, gamma, max_dept and min_child_weight were adjusted. This procedure was applied for each algorithm of the six models.

			CIn a fourth step, once the optimal parameters for each algorithm in each model were determined, a new 10-fold cross-validation was performed to train the three algorithms in each of the six models, making sure to use a random seed that allowed the results to be reproduced and guaranteed that each algorithm used the same fold in each of the 10 iterations. This was done with the training set (2017 and 2018 cohorts). As an example, Figure 2 shows the average of the comparison measure (F1 score) for each algorithm in model 1 (first semester enrollees, no course test grades).

			Figure 1. 

			UNA: Variables selected by the Boruta algorithm for first semester enrollees without MAT001 test grades
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			Source: Own elaboration.

			Figure 2. 

			UNA: Comparison of Logistic Regression, Random Forest and XGBoost algorithms by 10-fold cross-validation for first semester enrollees without MAT001 test grades
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			Source: Own elaboration.

			In the fifth step, a repeated measures ANOVA (each iteration is a replication), the results are evaluated to determine if there is evidence in favor of any algorithm in terms of predictive performance for each model. Before applying the ANOVA, the assumption of normality was verified with the Anderson Darling test, which provided p values greater than 0.05 in all cases. When applying the ANOVA, the null hypothesis of equal means was not rejected (p value >0.05), so there is no evidence in favor of any of the algorithms in the selected metric. As an example, Figure 3 shows the box diagram for the ANOVA of model 1.

			In step 6, since there is no evidence that indicates any model has a significantly better performance than the other models according to the F1 metric, the three algorithms are evaluated on the corresponding test data (data never previously seen by the model) in the six models.

			Finally, to determine the most relevant variables for the prediction of SD in each black-box algorithm, the Gini importance measure and the odds ratio measure were used in the case of logistic regression.  Figure 4, Figure 5 and Figure 6 show the relative importance of each variable for each algorithm of Model 1.

			Figure 3. 

			UNA: Box diagram representing the ANOVA that compares the Logistic Regression, Random Forest, and XGBoost algorithms by 10-fold cross-validation for first semester enrollees without MAT001 test grades
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			Source: Own elaboration.

			Figure 4. 

			UNA: Importance of the variables according to the Logistic Regression algorithm for first semester enrollees without MAT001 test grades
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			Source: Zamora-Araya (2023b) p. 143.

			Figure 5. 

			UNA: Importance of variables according to the Random Forest algorithm for first semester enrollees without MAT001 test grade
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			Source: Zamora-Araya (2023b) p. 144.

			Figure 6. 

			UNA: importance of variables according to the XGBoost algorithm for first semester enrollees without MAT001 test grades
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			Source: Zamora-Araya (2023b) p. 144.

			Results and discussion

			One of the main results was the values of the F1 comparison metric obtained by evaluating the algorithms in the test files proposed in each of the models, which are summarized in Table 2. 

			As can be seen, the models have similar predictive power and the superiority of any of them cannot be affirmed. However, the Random Forest and the Logistic Regression showed slightly higher values in most of the models.

			Table 2.

			Value of the F1 metric for each model according to type of student and number of course tests in the year 2019

			
				
					
					
					
					
					
				
				
					
							
							
							Model according to included variables

						
							
							Algorithm

						
					

					
							
							Logistic regression  

						
							
							 Random Forest

						
							
							 XGBoost

						
					

					
							
							First semester enrollees

						
							
							Only admission variables

						
							
							0.62

						
							
							0.61

						
							
							0.63

						
					

					
							
							Includes first course test

						
							
							0.70

						
							
							0.70

						
							
							0.65

						
					

					
							
							Includes first two course tests

						
							
							0.71

						
							
							0.71

						
							
							0.70

						
					

					
							
							Later semester enrollees

						
							
							Only admission variables

						
							
							0.66

						
							
							0.68

						
							
							0.67

						
					

					
							
							Includes first course test

						
							
							0.73

						
							
							0.72

						
							
							0.65

						
					

					
							
							Includes first two course tests

						
							
							0.70

						
							
							0.70

						
							
							0.68

						
					

				
			

			Source: Own elaboration.  

			The importance of the characteristics in each model varied, as can be seen in Table 3. For example, in the first model, the variables identified as relevant in the two algorithms with the best performance (LR and RF) were: high school grades and AAT grades, high school stratum, and age of both students and teachers; other less relevant variables were the SDI, teacher’s degree, scholarship, the sex of the students and the teacher’s specialty.

			In several studies, the relationship between high school grades and AAT with the performance and permanence of students in the MAT001 course has been confirmed (Castillo-Sánchez et al., 2020; Zamora-Araya et al., 2020). Scholarships have also been shown to be a factor to decrease SD, as has the SDI (Zamora-Araya et al., 2020). Regarding the age of entry into the university and the sex of the students, the models identified that older age and being male increase the probability of SD, variables that are usually associated with gaps in previous educational levels or pressure to enter the labor market at an early age  (Lázaro et al., 2020; Mora, 2016). 

			Table 3.

			UNA: Variables considered relevant in each algorithm according to the proposed model

			
				
					
					
					
					
				
				
					
							
							Model

						
							
							Logistic Regression

						
							
							Random Forest

						
							
							XGBoost

						
					

					
							
							1. No test grades (First semester enrollees)

						
							
							Age (teacher)

						
							
							High school grade

						
							
							High school grade

						
					

					
							
							Program of study

						
							
							SDI

						
							
							High school stratum

						
					

					
							
							High school grade

						
							
							AAT grade

						
							
							AAT grade

						
					

					
							
							AAT grade

						
							
							Age (student)

						
							
							SDI

						
					

					
							
							Scholarship

						
							
							Program of study

						
							
							Age (student)

						
					

					
							
							Sex (teacher)

						
							
							High school stratum

						
							
							Teacher specialization

						
					

					
							
							Age (student)

						
							
							Age (teacher)

						
							
							Age (teacher)

						
					

					
							
							Sex (student)

						
							
							Sex (student)

						
							
							 

						
					

					
							
							Academic degree (teachers)

						
							
							 

						
							
							 

						
					

					
							
							High school stratum 2

						
							
							 

						
							
							 

						
					

					
							
							High school stratum 3

						
							
							 

						
							
							 

						
					

					
							
							Teacher specialization

						
							
							 

						
							
							 

						
					

					
							
							2. First test grade (First semester enrollees)

						
							
							Test 1

						
							
							Test 1

						
							
							Test 1

						
					

					
							
							Age (teacher)

						
							
							High school grade

						
							
							High school grade

						
					

					
							
							Program of study

						
							
							Age (student)

						
							
							Age (student)

						
					

					
							
							Scholarship

						
							
							High school stratum

						
							
							 

						
					

					
							
							High school grade

						
							
							SDI

						
							
							 

						
					

					
							
							Sex (student)

						
							
							Teacher specialization

						
							
							 

						
					

					
							
							Age (student)

						
							
							 

						
							
							 

						
					

					
							
							Academic degree (teachers)

						
							
							 

						
							
							 

						
					

					
							
							Teacher specialization

						
							
							 

						
							
							 

						
					

					
							
							3. First and second test grades (First semester enrollees)

						
							
							Test 1

						
							
							Test 1

						
							
							Test 1

						
					

					
							
							Test 2

						
							
							Test 2

						
							
							Test 2

						
					

					
							
							Age (teacher)

						
							
							AAT grade

						
							
							SDI

						
					

					
							
							Teacher specialization

						
							
							SDI

						
							
							Age (student)

						
					

					
							
							 

						
							
							Age (student)

						
							
							Program of study

						
					

					
							
							 

						
							
							High school stratum

						
							
							 

						
					

					
							
							4. No test grade (Later semester enrollees)

						
							
							Enrollment

						
							
							Weighted average

						
							
							Subjects dropped

						
					

					
							
							Scholarship

						
							
							Failed subjects

						
							
							Weighted average

						
					

					
							
							High school grade

						
							
							High school grade

						
							
							High school grade

						
					

					
							
							AAT grade

						
							
							AAT grade

						
							
							Age (student)

						
					

					
							
							Weighted average

						
							
							Age (student)

						
							
							Enrollment

						
					

					
							
							Age (student)

						
							
							Enrollment

						
							
							Appointment (teacher)

						
					

					
							
							Sex (student)

						
							
							 

						
							
							Subjects passed

						
					

					
							
							Appointment (teacher)

						
							
							 

						
							
							Program of study

						
					

					
							
							Dropped subjects

						
							
							Subjects passed

						
							
							Scholarship

						
					

					
							
							 

						
							
							Program of study

						
							
							Sex (student)

						
					

					
							
							5. First test grade (Later semester enrollees)

						
							
							Test 1

						
							
							Test 1

						
							
							Test 1

						
					

					
							
							Age (student)

						
							
							Failed subjects

						
							
							Weighted average

						
					

					
							
							Dropped subjects

						
							
							Weighted average

						
							
							Enrollment

						
					

					
							
							Sex (student)

						
							
							High school grade

						
							
							Subjects dropped

						
					

					
							
							Enrollment

						
							
							Enrollment

						
							
							Age (student)

						
					

					
							
							 

						
							
							Age (student)

						
							
							Sex (student)

						
					

					
							
							 

						
							
							AAT grade

						
							
							High school grade

						
					

					
							
							 6. First and second test grades (Later semester enrollees)

						
							
							Test 1

						
							
							Test 1

						
							
							Test 1

						
					

					
							
							Test 2

						
							
							Test 2

						
							
							Test 2

						
					

					
							
							Failed subjects

						
							
							Weighted average

						
							
							Weighted average

						
					

					
							
							AAT grade

						
							
							AAT grade

						
							
							Enrollment

						
					

					
							
							 

						
							
							High school grade

						
							
							AAT grade

						
					

					
							
							 

						
							
							Failed subjects

						
							
							Subjects dropped

						
					

					
							
							 

						
							
							Age (student)

						
							
							Age (student)

						
					

					
							
							 

						
							
							 

						
							
							Scholarship

						
					

					
							
							 

						
							
							 

						
							
							High school grade

						
					

				
			

			Note. The names of the variables with the highest importance scores in each algorithm are highlighted in bold.

			Source: Own elaboration.  

			The high school stratum is an important variable in the analysis of SD, since it is an indirect indicator of the socioeconomic conditions and educational opportunities of students in their high school years. The results identified that students from Stratum 3, those with fewer educational opportunities, are the most prone to SD, which confirms the vulnerability of this student group (Rodríguez-Pineda y Zamora-Araya, 2014; Zamora-Araya et al., 2023).

			In the case of students in the later semester enrollment category, academic variables such as high school grade, AAT grade and others from the academic history such as the number of failed subjects, weighted average (both from the previous semester) and the number of times they enrolled in the course (the greater the number, the greater the probability of SD) and to a lesser extent the age of the student and scholarships were also relevant. The test grades were the most important variables in the models with grades for the first two course tests.

			In the case of institutional variables, receiving classes from experienced teachers (over 45 years old) and with a postgraduate degree in the area of mathematics education decreases the probability of SD compared to receiving courses from younger teachers or specialists in areas of applied and pure mathematics (see Figura 4). Esto comprueba la relevancia de la especialización en matemática educativa y la capacitación del profesorado en didáctica y evaluación, puesto que las tasas más altas de AE se presentan en los cursos iniciales (Munizaga et al., 2018; Opazo et al., 2021).

			In summary, in most models high school grades, the grade on the AAT and the age of the students are important variables to be considered, regardless of whether the students enrolled in MAT001 in their first semester in the university or in later semesters, or whether or not the grades of the MAT001 tests are included in the models. This clearly indicates the importance of variables associated with the level of prior knowledge, not only in Mathematics but in other areas. 

			Conclusions

			The purpose of this investigation was to identify relevant variables to assist in predicting the probability of SD of students who enrolled in the General Mathematics course, considering the type of student and the time at which SD occurs.

			Academic variables were the most important in predicting SD, together with some characteristics of the teaching staff, the students’ high school stratum and the school of origin of the students as well as their age of entry into the university and their sex.

			For example, in the models for first semester enrollees in MAT001, both the student’s high school stratum (material conditions and educational opportunities) and the teacher’s specialization were significant in most of the algorithms, even when the grades of the course tests are incorporated. This clearly demonstrates that students from more vulnerable population segments have higher probabilities of SD, and highlights the importance of institutional programs and the assignment of professionals in the area of educational mathematics who design novel activities to improve academic results.

			Another example would be to use the model for first semester enrollees that does not include course tests to propose a preventive strategy to reduce SD before starting the school year. The model suggests that the most relevant variables are high school grades, the AAT grade, stratum, SDI and age of the student; based on this information, interventions can be designed that take these characteristics into account.

			If the aim is to support students repeating the course before starting the school year, the analyses show that academic variables such as the weighted average grade, the number of subjects passed and dropped in the previous year, the age of the student and the characteristics of the teaching staff are relevant variables. These characteristics could be used to form student groups that can be attended by the appropriate teaching staff, according to the models, which would help to improve the levels of permanence and performance in the MAT001 course. 

			Given the importance of course test grades, in particular the first test grade, it is recommended that the faculty member with overall responsibility for the course propose evaluative and methodological actions that promote improved performance in these tests. These activities might include an increase in the number of tests and the possibility for students to make up the first test in the course, given the impact it has on the SD.

			Likewise, future qualitative or mixed studies could further investigate the variables relevant to SD in Mathematics courses, such as the characteristics of the teaching staff or the degree of prior knowledge. They could also implement other algorithms, test those described here in other courses and explore the relationship with other constructs associated with SD such as student commitment, motivation, sense of institutional belonging, or the process of adjustment to university life. Based on the results of the present study, it is recommended to use the logistic regression algorithm, since its interpretation is simpler, making the relationship between SD and the independent variables in each model clearer to the users of the models.
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					 Costa Rican high schools can be divided into three categories, or strata. Stratum 1 consists of private, scientific and experimental bilingual schools, Stratum 2 consists of public academic and technical schools, and Stratum 3 consists of other educational modalities such as night schools, rural schools, distance education, etc. (Aguilar-Fernández et al., 2024)

				

			

		

	OEBPS/image/Fig_5.png
High school grade
SDI
AAT grade
Student age
Program of study
High school stratum

ﬁ Teacher age

;'S Teacher sex

< Academic title
High school financing 1
Scholarship
Teacher sex
Teacher specialization 1
Location
Teacher appointment

o
-
(=
o
w
o4
o

200
Importance





OEBPS/image/Creative_commons.png
OS8O





OEBPS/image/Fig_3.png
F1 Score Measure

0.80 1

° °
-l
- - -
0.75 4 . ° °
[ ] °
L] o 8 o
v | °
] L
0.70 1 ° o
J v
0.65 1
Randon'1 Forest Logistic r'egression XGB'oosl

Model






OEBPS/image/Fig_1.png
High school grade 1
High school stratum
AAT grade 1
Student age 1
High school financing
Teacher age 1
Teacher specialization
Student sex 1
SDI 1
Program of study E
Teacher appointment 1
Location 1
Scholarship 1
Teacher sex 1
Academic grade 1
shadowMax 1
shadowMean 1
shadow Min E

Workload 1

—m-
_-_

—T—

_-_
=

of-eo

-

o —ll—-e
_-_
—l— e

i
0

10

Importance

20

30





OEBPS/image/LOGO_fondo_blanco.png
REVISTA &}2
EDUCACON





OEBPS/image/Fig_6.png
Variables

High school grade 1

High school stratum

AAT grade 1

SDI A

Student age 1

Teacher specialization 1

Teacher age 1

Importance





OEBPS/image/Imagen1.png
FE

Facultad de
Educacién





OEBPS/image/firma-horizontal-dos-lineas-cmky.png
%\ UNIVERSIDAD DE
COSTARICA





OEBPS/image/Fig_2.png
XGBoost 1

Model

Logistic regression 1

Random Forest 1

0.5

T

06 0.7
Average F1 Score Measure

0.8





OEBPS/image/Fig_4.png
Variables

Teacher age (experienced)
High school financing (public)

Program of study(Economy and business) -

High school grade

Scholarship (yes)

Teacher sex (male)

AAT grade

SDI

Program of study (biological sciences)
Course of study (other)

Location (outside Greater Metro Area)
Teacher age (consolidated)

Teacher appointment (permanent)
Student age

Student sex (male)

Academic title (licenciate)

Academic title (masters)

High school Stratum 2

Specialization (Applied math)

High school Stratum 3

““““““ 1 |_._i
e
|"l_._|
I
' o
-

RN
i
ey
F——
““““““““““““““ ,_tj
—
e p———y
o :
: ..*_._|.: .I

Odds Ratio





OEBPS/image/1.png
") UNIVERSIDAD DE FE—
/ COSTA RICA Facultad de
Educacién

REVISTA , ;ﬁ
EDUECACION

Revista Educacidn, 2025, 49(1), enero-junio, ISSN: 0379-7082 / ¢-ISSN 2215-2644

Scientific research article

DOI: http://doi.org/10.15517/revedu.v4911.61275

Student dropout from a General Mathematics Course:
Identification of Relevant Predictive Variables

Abandono estudiantil en el curso de Matemdtica General:
identificacion de variables relevantes para su prediccion

José Andrey Zamora-Araya
Universidad Nacional
Heredia, Costa Rica

jzamo(@una.ac.cr (Correspondencia)
https://orcid.org/0000-0001-6050-5850

Tania Elena Morecira-Mora

Instituto Tecnoldgico de Costa Rica
Cartago, Costa Rica
tmoreira.costarica@gmail.com
https://orcid.org/0000-0002-8955-0804

(How to cite this article?

English Translation:
Xinia Rodriguez Castillo

Received: 2 September 2024
Accepted: 30 October 2024

Zamora-Araya, J. A. y Moreira-Mora, T. E. (2025). Student dropout from a General Mathematics Course: Identi-
fication of Relevant Predictive Variables. Revista Educacion, 49(1). http://doi.org/10.15517/revedu.v49il.61275

Esta obra se encuentra protegida por la licencia Creativa Atribucion-NoComercial-Compartirlgual 4.0

Internacional.

oo





