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Abstract

This paper presents some measures of graph irregularity found in the literature. From their discussion two important points appear: first, the absence of relationship between all of them, but a single exception, with the structures of the corresponding graphs and, moreover, their known extremal values correspond to graphs having degree sequences with few different values. Two new measures are proposed, seeking to meet these points. Their values are calculated for extremal graphs associated with other measures and for antiregular graphs. Finally, we calculate the boxplots of all these measures for some sets of graphs taken from the literature and also for four sets where the ordered degree sequences are constant. All measures involved have polynomial complexity.
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1 Introduction

1.1 The purpose of the discussion

The irregularity in graphs is a topic of interest for the analysis of models based on them, as exemplified by the study of acyclic molecules [15]. Over the recent years, the literature has shown a significant number of works devoted to the subject, usually dealing, with a single exception, with measures calculated using...
only the degree sequences. We try to go a little further by considering the graph edge set as the basis for the measure calculation, looking to obtain more accurate information, by engaging the influence of the graph structure in the calculation. This work proposes new features for determining undirected graph irregularity.

Section 2 deals with a brief discussion of the polynomial measures in the literature. Section 3 discusses the expressions for these measures when applied to antiregular graphs. Section 4 is dedicated to the proposal of two new measures. Section 5 presents a series of comparison tests using extremal graphs of some irregularity measures (IMs) from the literature and a collection of graphs with maximum or near-maximum values for them. Section 6 presents a statistical analysis of the results given by all IMs when applied to 100-graph collections from the literature [25]. The proposed IMs were also tested with collections generated from given graphs by successive blocks of edge exchanges. All results were submitted to a statistical analysis by using boxplots, in order to evaluate the sensitivity of the IMs. We consider an IM to be more sensible to structure differences if their results concerning a collection of differently-structured graphs are more dispersed, which can be easily seen with boxplot graphics. To distinguish among graphs with the same number of vertices and edges, but different in terms of their structures, we apply to the determination of all measures some auxiliary resources already used in the study of graph isomorphism, such as powers of graphs and extensions, [7], [23]. In particular, the results are examined with the square and the squared extension of the adjacency matrix, respectively $A^2$ and $A \cup A^2$.

1.2 Nomenclature and notation

We consider, in this text, simple graphs $G = (V, E)$ (non-oriented, without multiple edges and without loops) where $V = \{v_i, i = 1, \ldots, n\}$ is the vertex set, $E = \{(v_i, v_j), i, j = 1, \ldots, n, i \neq j\}$ is the edge set and $n = |V|$ is $G$ order. The theory includes other equivalent definitions. We call $G(n)$ the set of all graphs $G$ of order $n$ and $G(n, m)$ the set of all graphs with $n$ vertices and $m$ edges. The degree $d_i$ of a vertex $v_i$ is the number of edges from which it participates and we can define the degree sequence, $d = \{d_i, i = 1, \ldots, n\}$, considered in the order of the vertex set numbering. This sequence can be also ordered by value, frequently in non-increasing order, producing an ordered degree sequence (ODS). A graph $G$ is $k$-regular if every vertex in $G$ has the same degree $k$. If there is no $k \in N$, such that $G$ is $k$-regular, then $G$ is irregular. There is only one graph for each order, the complete graph $(K_n)$, which contains all possible edges. A path in a graph is a family of sequentially adjacent edges. A graph is connected if for every pair $v_i, v_j$ of vertices there
is a path joining \( v_i \) to \( v_j \) and is \textit{not connected}, or \textit{disconnected}, if this is not true. An \textit{independent set} \( S \subseteq V \) is a vertex set where no vertex pair defines an edge. Several matrices associated with a given graph can be defined. The most immediate is the \textit{adjacency matrix} \( A = [a_{ij}] \), where \( a_{ij} = 1 \) if \( \exists (v_i, v_j) \in E \) and \( a_{ij} = 0 \) on the contrary. The \textit{diversity} \( \xi(G) \) of a graph is the number of (different) degree values of its sequence, \( \xi(G) = 1 \) if \( G \) is \( k \)-regular, \( \xi(G) = |\{d_i, d_i \neq d_j, i = 1, \ldots, n - 1, j = i + 1, \ldots, n\}| \), if \( G \) is irregular. The \textit{multiplicity} \( \mu(x) \) of a given value \( x \) in a sequence is the number of times \( x \) appears in the sequence. Here, we apply this concept to the degree sequence of a graph. The \textit{complement} of a graph \( G \) is a graph \( \overline{G} \) on the same vertices such that two distinct vertices of \( G \) are adjacent if and only if they are not adjacent in \( G \). A \textit{split graph} is a graph where the vertex set can be partitioned into a complete graph and an independent set. More details can be found in [6], [11] and [9].

\subsection*{1.3 Presenting the problem}

The concept of irregularity has been treated in the literature following two trends: (i) structural irregularity, defining “more irregular” graphs according to given criteria; (ii) definition of numeric values that somehow express this property. An example of the first approach is [12]. Here, various structural criteria are considered, the most important of which corresponds to \textit{locally} (or \textit{highly}) irregular (HI) graphs. A graph \( G = (V, E) \) is HI if, for every \( v \in V \), all neighbors of \( v \) have different degrees, [2], [18]. [4] and [19] discuss the \textit{antiregular graphs} (AR), which are split graphs having maximum diversity equal to \((n - 1)\). A single degree repetition is allowed and it has to concern the value \( \lfloor n/2 \rfloor \). We can observe that HI graphs do not reach this diversity, a fact which shows that diversity does not cover all irregularity aspects. These graph classes are quite restricted. In the first case, there is not a HI graph for every order and, in addition, in [2] it is proved that the number of HI graphs decreases exponentially with the order \( n \). In the second case, there are exactly two AR graphs for each order, one of them connected and the other disconnected and complementary to the first. Such restrictions probably influenced the later approaches on the subject, including because there was, in the work cited above, no proposal for measuring irregularity.
2 Irregularity measures

An irregularity measure (IM) of a graph $G$ is a real function $F : I(G) \rightarrow R$ of a $G$ invariant set $I$, such that $F(G) = 0$ if and only if $G$ is regular. The research has focused not only on the definition of new measures which better express the irregularity, but also towards the search for extremal graphs associated with the existing measures, i.e. graphs that present maximum value for a given IM. We can observe that these initiatives, when applied to some polynomial IMs, have resulted in extremal graphs with diversity equal to 2 - or, in another case, not larger than 4, for every order $n$, which seems contradictory in relation to the notion of irregularity, when considering its opposite - the regularity: regular graphs $G$ have a single degree value, then $\xi(G) = 1$ for them. Details concerning the known extremal graph families for IMs are in [22].

i) [5] defined the variance measure, based on the variance of the vertex degree set,

$$\nu(G) = \frac{1}{n} \sum_{i} d_i^2 - \left( \frac{1}{n^2} \sum_{i} d_i \right)^2.$$  \hspace{1cm} (1)

ii) [3] and [16] defined the imbalance measure, $\text{irr}(G) = \sum_{(i,j) \in E} |d_i - d_j|$. The module of the difference between $i$ and $j$ degrees is the unbalancing of the edge $(i, j)$. This measure presents null values for disconnected graphs with regular components of different degrees, a fact which violates the necessity condition to define an IM. Nevertheless, it has been included in the literature in the set of these measures, a fact that can be understood because that it is, among the existing polynomial IMs, the only one in which the definition consider the edges and therefore involves structure properties. A similar measure covering all vertex pairs is the total irregularity, $\text{irr}_t(G)$, [1]. We can observe that $\text{irr}_t(G) = \text{irr}(G) + \text{irr}(\overline{G})$.

iii) [20] defined the deviation degree measure, $s(G) = \sum_i |d_i - \overline{d}|$, that is, the sum of the absolute values of the degree deviations relative to their average.

iv) [13], [14] defined a heterogeneity index,

$$\rho(G) = \sum_{i,j} ((d_i)^{(-1/2)} - (d_j)^{(-1/2)})^2.$$ \hspace{1cm} (2)

v) Aside from Albertson (AHM) IM, the other polynomial measures are uniquely characterized by the degree sequences. When one attempts to interpret the meaning of their values, it should be noted that a given degree
sequence may correspond to more than one graph. Therefore, the set of graphs associated with a given degree sequence presents the same values for these IMs, regardless of structural differences. We will use for them, where appropriate, the general designation of nonstructural IMs. Unigraphic sequences, which represent but one graph - e.g., these from antiregular graphs [19] do not, naturally, have this drawback.

3 Some IM applied to antiregular graphs

The ODS of an AR graph is \( d = (n-1, \ldots, [\frac{(n-r)}{2}], [\frac{(n-r)}{2}], \ldots, 2, 1) \).

From there, the determination of expressions for Bell, Albertson and Nikiforov IMs is immediate, [10].

3.1 The Bell measure

\[ \nu(G) = \frac{1}{n} \left( \frac{n(n-1)(2n-1)}{6} + \frac{(n-r)^2}{4} \right) - \frac{1}{n^2} \left( \frac{n^2 - r}{2} \right)^2 \]  

(3)

Here we have \( r = 0 \), for \( n \) even and \( r = 1 \), for \( n \) odd.

3.2 The Albertson measure

Here, we need a characterization of sequences known as graphic. A finite sequence of \( n \) integers is graphic if and only if it is the degree sequence of some simple graph. A necessary condition for a sequences to be graphic is the sum of their terms equals \( 2m \). Moreover, there are many equivalent theorems [26], which establish necessary and sufficient conditions for a sequence to be graphic. We use here the following:

Theorem 1, [6], [26]: A non-increasing ordered number sequence is graphic, if and only if

\[ \sum_{i=1}^{k} d_i \leq \sum_{i=1}^{k} \delta_i, \quad \forall k = 1, \ldots, n, \]  

(4)

where the first member is the row sum and the second, the column sum, of an order \( n \) matrix \( B(G) \), where the main diagonal is zero and the first \( d_i \) other elements of each row have value 1.

Proof. [6].

Let then be matrices \( B(G) \) of antiregular graphs of even and odd order and let us consider the degree differences in each row as required by the measure, for the existing edges (Figure 1):
Figure 1: Matrices B(G) from antiregular graphs.

It can be seen that the sums of the degree differences for each vertex are triangular numbers (1, 3, 6, \ldots). In the following expression, the first term takes into account the repetitions (shown above in bold).

\[
\text{irr}(A_n) = \sum_{k=1}^{\lfloor n/2 \rfloor - p} k + \sum_{r \in \mathbb{N}, 2r+q < n} \sum_{k=1}^{2r+q} k
\]

with \( p = 1, q = 0, n \text{ even}, p = 0, q = 1 \text{ (n odd)} \)

3.3 The Abdo-Dimitrov measure

Alongside the possibility of this measure calculation by the aforementioned relationship, \( \text{irr}_t(G) = \text{irr}(G) + \text{irr}(\overline{G}) \), it can be done directly, considering on one hand the differences of successive degrees and in the other hand the differences related to the repetition of the degree. The result is

\[
\text{irr}_t(G) = C_{n,3} + 2\left\{ \sum_{k=1}^{(n-2)/2} k + p \lfloor n/2 \rfloor \right\}
\]

3.4 The Nikiforov measure

For AR graphs we have, [7],

\[
m = 1/2\left\{ \lceil n/2 \rceil \left( \lceil n/2 \rceil - 1 \right) + \lfloor n/2 \rfloor \left( \lfloor n/2 \rfloor + 1 \right) \right\}
\]

from which we can derive

\[
s(A_n) = \left\{ \sum_{k=1}^{n} \left| d_k - (n^2 - r)/2n \right| \right\}
\]

where \( r = 0 \) (n even) and \( r = 1 \) (n odd).
4 The proposed measures

Looking for an expression involving sequence information related to degree diversities, we propose two new measures (division and multiplicity measures). Their expressions are based on that of AHM measure and they would present the same drawback previously discussed concerning that measure (see 2.3). We avoid it by introducing the term \((\xi - 1)/n\), which can be seen as a non-structural IM, since \(\xi = 1\) corresponds to the definition of a regular graph. This addition covers the already mentioned drawback. On the other hand, we have \(0 \leq (\xi - 1)/n \leq (n - 2)/n\) for finite graphs, its greater values being found among AR graphs, a value range normally much lower than those normally given by the second terms. This addition does not overshadow, therefore, the meaning of the final results. The division IM (IRRdiv) is given by

\[
IRR_{\text{div}}(G) = \frac{\xi - 1}{n} + \sum_{(i,j) \in E} |(d_i/\mu(d_i) - (d_j/\mu(d_j))|
\]

where \(\mu(d_k)\) is the degree multiplicity of a vertex with degree \(k\) in the degree sequence. It is an IM, since for a \(r\)-regular graph \(G\) with \(n\) vertices, we have \(\mu(r) = n\) and every difference \(|r/n - r/n| = 0\). The first term being itself an IM, it will be also null, then \(IRR_{\text{div}}(G) = 0\). This calculation shows, for AR graphs, \(n - 1\) fractions equal to the corresponding degrees and one fraction whose value is half the degree value (which is \(\lceil n/2 \rceil\)). For less irregular graphs (greater \(\mu(k)\) values), the fractions \(d(k)/\mu(d(k))\) present lesser values and the same could be observed with the modules of their differences. Then \(IRR_{\text{div}}(G)\) will, very probably, have its extremal value among AR or near-AR graphs. We can look for connected irregular graphs presenting null value for the edge-difference term. For instance, paths \(P_k\) \((k > 3)\) present null differences for the internal edges and positive or null ones, \(2/(k-2) - 1/2\) for the external ones. Among the path graphs, only \(P_6\) nullifies this expression. A similar analysis could be applied to find other particular structures presenting differences between equivalent fractions. The cases \(n = 9\) with ODS = (4,4,4,4,4,4,2,2,2) and \(n = 12\) with ODS = (4,4,4,4,4,4,4,2,2,2,2,2) show connected graphs with null sum parcel. It is not difficult to go further, provided the sequences obtained are graphic, like these examples.

The multiplicity IM (IRRmult) is given by

\[
IRR_{\text{mult}}(G) = \frac{\xi - 1}{n} + \sum_{(i,j) \in E} |(d_i\mu(d_i) - (d_j\mu(d_j))|
\]

From similar considerations, it can be concluded that \(IRR_{\text{mult}}(G) = 0\) for regular graphs. Here, once again, the first term acts as a correction for the
case of disconnected graphs having regular components with different degrees. In this case, degree multiplicities will have a different influence. The sum of all multiplicities is evidently equal to $n$. If the difference modules are calculated within vertices of equal degree, the degree multiplicities will also be equal and the differences will be null. On the other hand, the greater the diversity of the graph, the smaller the number of zero differences. Then $\text{IRRmult}(G)$ will also show greater values for graphs having greater irregularity. For antiregular graphs, its value will be greater than that of the AHM IM, since there will be $\lceil n/2 \rceil$ differences with different degree multiplicities. Null parcels can be found where multiplicities and degrees have concurrent values (e.g., $d(i) = k$, $\mu(i) = l$, $d(j) = l$, $\mu(j) = k$). Some examples are the path $P_3$, the 4-vertex star, and some graphs such as $C_5 + u$ (ODS = (3,3,2,2,2)). As with $\text{IRRdiv}$, some indeterminate analysis can be applied to look for other cases showing concurrent values. The tests involving graph families, described in this work, included a second term value-checking for $\text{IRRdiv}$ and $\text{IRRmult}$ and it didn’t show any null value.

5 Some tests with chosen graphs

This item involves tests of polynomial IMs, both from the literature and those here proposed, with some extremal graphs described above and also antiregular and HI graphs. Figure 2 shows three graphs related to the HI-graph literature and used in the tests. The first graph, from $G(12; 19)$, is not HI, although shown as such in the reference (each 5-degree vertex is connected to a pair of 5-degree vertices). The second one, from $G(14; 22)$, built by starting with the first, is HI. The third one, from $G(26; 25)$, is an HI tree [12], [2].

![Figure 2: Some examples of HI and HI-related graphs.](image)

Figure 2 shows the results of these tests. In this table, QS and QC graphs are extremal for the Bell measure; SC and SCF graphs, for the AHM measure; and AD graphs, for the Abdo-Dimitrov measure. The literature does not present extremals for Nikiforov and Estrada IMs. The AR and near-AR graphs are denoted as $A_{\kappa C}(n, m)$, where $\kappa$ is the vertex-connectivity [7].
Note 1. Where the results allow for comparison within $G(n, m)$, the highest values obtained for each measure are in bold italic.

Note 2. Extremals are indicated by the bold shorthands: (B) for Bell, (A) for AHM, (AD) for Abdo-Dimitrov. Some SC (split-complete) graphs are extremal for AHM (Aa), [21].

Notes for Figure 4 (see Appendix 1):

(*) The graphs $SC(6, 2) = AD(6, 2)$ and $AD(8, 2)a$ (Lines 4 and 15), indicated as being extremal for Abdo-Dimitrov measure, present lesser values than $A1c(6, 9)$ and $qA1c(8, 15)$ (Lines 6 and 18), respectively, for this measure.

(**) These graphs are shown in Figure 2. Figure 5 (see Appendix 1) shows antiregular and almost antiregular graphs used in the tests [7].

6 Application to some graph families

6.1 Databases utilized

We tested the IM sensibilities to structure changes by using graph families of same order and with similar properties. Ten 100-graph sets from the database of [25] were used to test the case of different ODS. The orders went from 20 to 100 vertices. The families were identified by the denomination $r01_0klm_A00_99$ and $r001_0klm_A00_99$ where $klm \in \{020, 040, 060, 080, 100\}$, performing a total of 1,000 graphs.

Figure 3: The graph $G_4K4_K5$.

In these families, the edge density corresponds approximately to 10% and 1% respectively. We also built a graph $G_4K4_K5$ (Figure 3) with 30 vertices, containing complete graphs $K_4$ and $K_5$ as local irregularities and, from it, we generated four sets of 100 graphs, with two, three, five and seven random 2-exchanges. These sets were called $Col100_4K4K5_rt$, where $r$ is the number
of 2-exchanges. Remember that in a 2-exchange, we take 2 vertex pairs, \( \{a, b\} \) and \( \{c, d\} \) having the same adjacency relations and exchange presence and absence of 2 edges between them (e.g., substituting \( \{a, c\} \) and \( \{b, d\} \) for \( \{a, b\} \) and \( \{c, d\} \)), which does not change their degrees, hence allows no ODS change.

### 6.2 Tests with the described graph families

The tests were run with some graph families, using their adjacency matrices \( A(G) \), their squares \( A^2(G) \) and their squared extensions \( A(G) \cup A^2(G) \), trying to identify irregularities in neighborhoods larger than the adjacency one. We call these three matrices the basic test matrices. The ODS constancies of \( Col_{100 \_4K4K5\_rt} \) are not kept with the second and the third matrices, then even the non-structural IMs can show non-zero values for these cases. For sake of avoiding an excessive mass of results, this is not included in the paper. The efficiency of the IMs in distinguishing the irregularity within graph collections can be easily evaluated by looking at the boxplots, (see Appendix 2) [24], of their values in each case. They are default R graphics with box width equal to the interquartile range (IQR). The boxplot whiskers are indicated at \( (Q3 + 1.58IQR) \) and \( (Q1−1.58IQR) \) limited to zero. To allow for comparison, we used the percent normalized values, \( \frac{100 \times x}{\text{avg}(x \mid x \in X)} \), where \( X \) is the set of values for each IM. All boxplots are in Appendix 2, Figures 6 to 8. From left to right, they correspond respectively to the three basic matrices. Inside, the presentation order in Figure 6 is 1. AHM; 2. \( IRR_{div} \); 3. \( IRR_{mult} \). Figures 7 and 8 present the following internal order: 1. Bell; 2. AHM; 3. Abdo-Dimitrov; 4. Nikiforov; 5. Estrada; 6. \( IRR_{div} \); 7. \( IRR_{mult} \).

### 7 Conclusions

#### 7.1 Tests with individual graphs

Figure 4 allows for some interesting observations. To begin with, we can see that Graph 3 \( (qA1c(6, 8)) \) is extremal for the Bell IM. We observed, as already indicated, two discrepancies concerning the extremals for Abdo-Dimitrov measure. Graphs 6, 9 and 16 are Bell-extremal and not connected: they belong to the exception set for AHM IM, which is null for everyone of them, even if they are not regular. Graphs 4, 13, 20 and 28 are split-complete, [16]: they are extremal for the AHM measure and, since their complements have no edge between vertices with different degrees, their Abdo-Dimitrov IM values are equal to their AHM values. We can observe that the family \( (q)ARsc(n, m) \) presents frequently the higher values within the given \( G(n,m) \) examples. On the other hand, we cannot
guarantee $IRR_{div}$ and $IRR_{mult}$ as presenting extremal values for antiregular graphs, that is, $AR_{1c}(n, m)$ graphs: Graph 25, $A_{2c}(10, 25)b$ is 2-connected-AR and presents higher values for these two IMs, than $A_{1c}(10, 25)$. The examples from Figure 4 (Graphs 30 to 32) were included to call the reader attention to the possible influences of the weird HI structure in what concerns quantitative irregularity.

7.2 Tests with graph families

The boxplots obtained from $Col_{100}_{AK4K5}_{rt}(r \in \{2, 3, 5, 7\})$ show the influence, on the structures, of a progressively higher number of 2-exchanges. By working with $A(G)$, while the 2-exchange family is seen by the three structural IMs with the same sensitivity, $IRR_{div}$ appears more sensitive for the other three families (3-, 5- and 7-exchanges). All cases show outliers, chiefly the last one. The use of $A^{2}(G)$ enhances $IRR_{div}$ sensitivity, the boxes and the whisker extensions being significantly greater than those shown by $A(G)$. The same can be observed with $IRR_{mult}$, although it shows itself less sensible, at least within these families. A similar view is observed when $A(G) \cup A^{2}(G)$ is used. The families from [25] showed a very different behavior of $IRR_{div}$ when compared with every other IM tested, both in what concerns the 1st - 3rd quartiles amplitude and the occurrence of outliers. The same behavior, although less pronounced, can be observed for $IRR_{mult}$. The three basic matrices presented similar pictures for both proposed IMs. Here we can observe that the second and the third basic matrices enhanced the sensibility of $IRR_{div}$ and $IRR_{mult}$. Both $r_{01}$ and $r_{001}$ families produce related graphs where these IMs are more sensible, in a way reproducing their irregularity, but with a greater density.

7.3 Proposals for future research

We think it would be interesting to extend this study by defining structural counterparts for Bell, Nikiforov and Estrada measures and compare these counterparts with the traditional and the new measures. To add the term $(\xi - 1)/n$ to AHM measure would produce a full IM, covering the cases of disconnected graphs with regular components of different degrees. Tests with specific irregular graph families, such as planar graphs, would also be enlightening.
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### Appendix 1: Particular graphs

<table>
<thead>
<tr>
<th>Graph</th>
<th>n</th>
<th>m</th>
<th>$z-1$</th>
<th>Boll</th>
<th>aHM</th>
<th>aD</th>
<th>Bick for A</th>
<th>Estrada</th>
<th>$R^2$ fDfV</th>
<th>$R^2$ muR</th>
</tr>
</thead>
<tbody>
<tr>
<td>G(5,8)(B)</td>
<td>6</td>
<td>8</td>
<td>3</td>
<td>1.99</td>
<td>8</td>
<td>26</td>
<td>6.67</td>
<td>0.98</td>
<td>2.50</td>
<td>26.50</td>
</tr>
<tr>
<td>G(6,8)(B)</td>
<td>6</td>
<td>8</td>
<td>3</td>
<td>1.99</td>
<td>20</td>
<td>26</td>
<td>7.33</td>
<td>3.30</td>
<td>28.50</td>
<td>13.50</td>
</tr>
<tr>
<td>qG4C6(B)</td>
<td>6</td>
<td>8</td>
<td>3</td>
<td>1.99</td>
<td>20</td>
<td>26</td>
<td>7.33</td>
<td>3.30</td>
<td>28.50</td>
<td>13.50</td>
</tr>
<tr>
<td>G(6,5)(Aa)</td>
<td>6</td>
<td>9</td>
<td>1</td>
<td>2.80</td>
<td>21</td>
<td></td>
<td>0.90</td>
<td>2.00</td>
<td>12.17</td>
<td>20.17</td>
</tr>
<tr>
<td>A4C6(B)</td>
<td>6</td>
<td>9</td>
<td>4</td>
<td>1.87</td>
<td>16</td>
<td>26</td>
<td>6.00</td>
<td>3.30</td>
<td>22.47</td>
<td>32.37</td>
</tr>
<tr>
<td>G(7,9)(B)</td>
<td>7</td>
<td>10</td>
<td>1</td>
<td>2.22</td>
<td>1</td>
<td>25</td>
<td>6.67</td>
<td>0.00</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>GC6(8,2)</td>
<td>7</td>
<td>10</td>
<td>2</td>
<td>1.56</td>
<td>20</td>
<td>24</td>
<td>6.67</td>
<td>2.00</td>
<td>10.33</td>
<td>48.33</td>
</tr>
<tr>
<td>G4C6(8,10)</td>
<td>7</td>
<td>10</td>
<td>3</td>
<td>1.22</td>
<td>16</td>
<td>22</td>
<td>0.00</td>
<td>2.00</td>
<td>26.50</td>
<td>32.30</td>
</tr>
<tr>
<td>G(7,10)(B)</td>
<td>7</td>
<td>10</td>
<td>4</td>
<td>2.65</td>
<td>26</td>
<td>44</td>
<td>9.14</td>
<td>6.31</td>
<td>52.57</td>
<td>52.57</td>
</tr>
<tr>
<td>qG4C6(7,10)</td>
<td>7</td>
<td>10</td>
<td>4</td>
<td>2.65</td>
<td>26</td>
<td>44</td>
<td>9.14</td>
<td>6.31</td>
<td>52.57</td>
<td>52.57</td>
</tr>
<tr>
<td>G(8,13)(Aa)</td>
<td>7</td>
<td>13</td>
<td>4</td>
<td>2.29</td>
<td>22</td>
<td>42</td>
<td>4.56</td>
<td>4.56</td>
<td>30.57</td>
<td>60.57</td>
</tr>
<tr>
<td>A2C6(7,13)</td>
<td>7</td>
<td>13</td>
<td>4</td>
<td>1.83</td>
<td>26</td>
<td>54</td>
<td>7.71</td>
<td>2.47</td>
<td>40.57</td>
<td>163.57</td>
</tr>
<tr>
<td>G(7,13)(B)</td>
<td>7</td>
<td>13</td>
<td>5</td>
<td>1.79</td>
<td>22</td>
<td>54</td>
<td>19.29</td>
<td>2.03</td>
<td>15.14</td>
<td>50.14</td>
</tr>
<tr>
<td>qG4C6(7,13)</td>
<td>7</td>
<td>13</td>
<td>5</td>
<td>1.79</td>
<td>22</td>
<td>54</td>
<td>19.29</td>
<td>2.03</td>
<td>15.14</td>
<td>50.14</td>
</tr>
<tr>
<td>G(1,5)(Aa)</td>
<td>8</td>
<td>15</td>
<td>4</td>
<td>3.34</td>
<td>34</td>
<td>54</td>
<td>9.98</td>
<td>4.57</td>
<td>31.50</td>
<td>55.50</td>
</tr>
<tr>
<td>G(4,15)</td>
<td>8</td>
<td>15</td>
<td>1</td>
<td>4.69</td>
<td>1</td>
<td>60</td>
<td>15.00</td>
<td>0.00</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>qG4C6(4,15)</td>
<td>8</td>
<td>15</td>
<td>1</td>
<td>4.69</td>
<td>1</td>
<td>60</td>
<td>15.00</td>
<td>0.00</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>A2C6(5,15)</td>
<td>9</td>
<td>22</td>
<td>2</td>
<td>4.99</td>
<td>54</td>
<td>62</td>
<td>18.57</td>
<td>4.18</td>
<td>27.22</td>
<td>168.22</td>
</tr>
<tr>
<td>A2C6(9,22)</td>
<td>9</td>
<td>22</td>
<td>6</td>
<td>3.65</td>
<td>50</td>
<td>65</td>
<td>15.11</td>
<td>4.08</td>
<td>73.67</td>
<td>61.67</td>
</tr>
<tr>
<td>G(5,6)(Aa)</td>
<td>9</td>
<td>20</td>
<td>1</td>
<td>3.95</td>
<td>80</td>
<td>80</td>
<td>17.70</td>
<td>2.92</td>
<td>24.11</td>
<td>286.11</td>
</tr>
<tr>
<td>qG4C6(9,26)</td>
<td>9</td>
<td>20</td>
<td>5</td>
<td>3.06</td>
<td>82</td>
<td>80</td>
<td>14.22</td>
<td>3.30</td>
<td>30.55</td>
<td>62.55</td>
</tr>
<tr>
<td>G(10,25)(B)</td>
<td>10</td>
<td>25</td>
<td>3</td>
<td>7.00</td>
<td>24</td>
<td>130</td>
<td>23.00</td>
<td>1.13</td>
<td>13.30</td>
<td>72.30</td>
</tr>
<tr>
<td>A2C6(10,25)</td>
<td>10</td>
<td>25</td>
<td>6</td>
<td>5.00</td>
<td>50</td>
<td>50</td>
<td>20.00</td>
<td>3.75</td>
<td>100.00</td>
<td>160.00</td>
</tr>
<tr>
<td>A2C6(10,25)</td>
<td>10</td>
<td>25</td>
<td>7</td>
<td>5.00</td>
<td>80</td>
<td>80</td>
<td>20.00</td>
<td>6.49</td>
<td>106.70</td>
<td>80.70</td>
</tr>
<tr>
<td>A2C6(10,25)</td>
<td>10</td>
<td>25</td>
<td>6</td>
<td>5.00</td>
<td>82</td>
<td>80</td>
<td>20.00</td>
<td>7.76</td>
<td>117.60</td>
<td>164.60</td>
</tr>
<tr>
<td>A2C6(10,25)</td>
<td>10</td>
<td>25</td>
<td>7</td>
<td>5.40</td>
<td>80</td>
<td>80</td>
<td>20.00</td>
<td>7.18</td>
<td>107.20</td>
<td>59.70</td>
</tr>
<tr>
<td>A2C6(10,25)</td>
<td>10</td>
<td>25</td>
<td>7</td>
<td>4.76</td>
<td>79</td>
<td>121</td>
<td>16.45</td>
<td>6.23</td>
<td>127.70</td>
<td>270.30</td>
</tr>
<tr>
<td>G(10,4)(Aa)</td>
<td>10</td>
<td>30</td>
<td>1</td>
<td>6.00</td>
<td>120</td>
<td>120</td>
<td>24.00</td>
<td>4.00</td>
<td>39.10</td>
<td>391.10</td>
</tr>
<tr>
<td>qG4C6(10,30)</td>
<td>10</td>
<td>30</td>
<td>5</td>
<td>4.40</td>
<td>80</td>
<td>110</td>
<td>20.00</td>
<td>4.46</td>
<td>97.83</td>
<td>576.50</td>
</tr>
<tr>
<td>G(12,19)H**</td>
<td>12</td>
<td>19</td>
<td>3</td>
<td>2.81</td>
<td>30</td>
<td>130</td>
<td>16.00</td>
<td>10.00</td>
<td>9.25</td>
<td>80.25</td>
</tr>
<tr>
<td>G(14,22)H**</td>
<td>14</td>
<td>22</td>
<td>5</td>
<td>3.26</td>
<td>52</td>
<td>200</td>
<td>22.29</td>
<td>24.71</td>
<td>27.30</td>
<td>104.30</td>
</tr>
</tbody>
</table>

**Figure 4:** Some comparisons among polynomial irregularity measures.
Figure 5: Some antiregular and quasi-antiregular graphs.

Appendix 2: Boxplots

Figure 6: Boxplots, collections from G\_4K4\_K5: 2, 3, 5 and 7 two-exchanges.
Figure 7: Boxplots from collections r01: 20, 40, 60, 80 and 100 vertices.
Figure 8: Boxplots from collections r001: 20, 40, 60, 80 and 100 vertices.